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Philosophic question: What is interpretability?

● There is no complete or ultimate interpretability.
● Explaining AI is actually a humain related task:

○ To what extent ?
○ Psychological assurance: The ability to explain or to present in 

understandable terms to a human. [1]
○ Until we know how to debug/improve it.[2]

■ We want to interpret the model because it is still not perfect. 

[1]: Towards A Rigorous Science of Interpretable Machine Learning
[2]: The Mythos of Model Interpretability
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A broad view of interpretability on CNN
1. Understanding why and how CNN works (how to open the black box)?

a. Visualizing the CNN representation
b. Disentangling the CNN features (textures, colors, etc.)
c. Mining the high-dimensional activation (especially FC)
d. Explaining the causality of the input & the output (explain the decision process)
e. Building CNN models combined with explainable models (decision trees)

2. Understanding how CNN is trained (how the black box is built)?
a. Why/How CNN can be optimized by stochastic gradient decent?
b. Why CNN can be well-generalized even though it is over-paramatized?
c. How to find the correct capacity of the CNN model?

3. Using the knowledge from other domain
a. Opening the black box of Deep Neural Networks via Information
b. Why does Deep Learning work? A perspective from Group Theory
c. Why Deep Learning Works: A Manifold Disentanglement Perspective

3



The interpretability is still not clearly defined
● Most of the survey/tutorials are more or less biased and cover only a part of 

the subject (mine as well).
● Several Surveys & Tutorials

○ Good to see this at first: https://youtu.be/gCJCgQW_LKc
○ http://heatmapping.org/
○ Visual Interpretability for Deep Learning: a Survey
○ Peeking Inside the Black-Box: A Survey on Explainable Artificial Intelligence (XAI)
○ Interpretable Deep Learning under Fire
○ A Survey Of Methods For Explaining Black Box Models
○ Techniques for Interpretable Machine Learning
○ CVPR18: Tutorial: Part 1: Interpreting and Explaining Deep Models in Computer Vision
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https://youtu.be/gCJCgQW_LKc
http://heatmapping.org/
https://link.springer.com/article/10.1631/FITEE.1700808
https://ieeexplore.ieee.org/document/8466590
https://www.semanticscholar.org/paper/Interpretable-Deep-Learning-under-Fire-Zhang-Wang/7da9a3929b8a7845916aecc0319f7b8746af8e4a
https://arxiv.org/pdf/1802.01933.pdf
https://www.semanticscholar.org/paper/Techniques-for-Interpretable-Machine-Learning-Du-Liu/3df952d4a724655f7520ff95d4b2cef90fff0cae
https://www.youtube.com/watch?v=LtbM2phNI7I


Why do we interpret the CNN?
● Debugging, diagnoizing and improving CNNs
● Reponsibility in medical, autonomous driving etc.
● Against adversarial attack in security & financial areas
● Compliance to legislation (GDPR)
● Curiosity
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Why do we interpret the CNN?

● Also related to lots of other tasks
○ Weakly/unsupervised learning

■ Understanding the features and helps the transfer/weakly-supervised learning
○ Network redunduncy reduction

■ Reducing the useless weights
○ Domain adaption / Style transfer

■ Understanding the latent representation of the CNN 
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Planning of the presentation
● What is interpretability?
● Why we do interpretability?
● How to interpret the CNNs?

○ How to visually explain the CNNs?
■ Perturbation based methods
■ Backpropagation based methods
■ Activation based methods

○ Others
■ How to understand the high dimensional FC layer?
■ Context/Data bias
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● How to visually explain the CNN?
● Others
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Perturbation based visualization
● Occlude a part of the image
● Verify how the correct class is changed
● Iterate two steps above on the entire image

Visualizing and Understanding Convolutional Networks
9

https://arxiv.org/abs/1311.2901


Occlusion based methods - Disadvantages
● Time consuming
● Dependant on the occlusion size

TOWARDS BETTER UNDERSTANDING OF GRADIENT-BASED ATTRIBUTION METHODS FOR DEEP NEURAL NETWORKS
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https://openreview.net/forum?id=Sy21R9JAW


RISE: Ramdomized Mask Sampling

RISE: Randomized Input Sampling for Explanation of Black-box Models
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https://arxiv.org/pdf/1806.07421.pdf


LIME - Theory
Local Interpretable Model-Agnostic Explanation
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LIME - Practice on Image (super pixel)

Sample 1

Sample 2

Sample 3

………..13



LIME - Local Linear Regression
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LIME - Explain for each class
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Perturbation based visualization - Conclusion
● Advantages

○ Model agnostic
○ Easy to implement

● Disadvantages
○ Time consuming

More methods:

Real Time Image Saliency for Black Box Classifiers

Interpretable Explanations of Black Boxes by Meaningful Perturbation

Towards Explanation of DNN-based Prediction with Guided Feature Inversion

EXPLAINING IMAGE CLASSIFIERS BY COUNTERFACTUAL GENERATION
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https://pdfs.semanticscholar.org/32de/0e7c5b10fb8780af2fc546524b48c1e27a9d.pdf
https://arxiv.org/abs/1704.03296
http://people.tamu.edu/~nhliu43/KDD18_cnn.pdf
https://openreview.net/forum?id=B1MXz20cYQ


Backpropagation based visualization
● Gradient Based
● Deconvolution Based
● Weight Relevance Based
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Gradient Based Method - Saliency Map

Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps
Stanford CS230 Slide week 7

Let’s backpass the gradient!

18

https://arxiv.org/pdf/1312.6034
https://cs230.stanford.edu/fall2018/slides_week7.pdf


Gradient Based - Class Model Visulization

Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps
Stanford CS230 Slide week 7

Noise Image
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https://arxiv.org/pdf/1312.6034
https://cs230.stanford.edu/fall2018/slides_week7.pdf


Class Model Visulization - Results

Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps
Stanford CS230 Slide week 7
Understanding Neural Networks Through Deep Visualization 20

Very different from GAN!

https://arxiv.org/pdf/1312.6034
https://cs230.stanford.edu/fall2018/slides_week7.pdf
https://arxiv.org/abs/1506.06579


Deconvolution based method

Visualizing and Understanding Convolutional Networks

Let’s backpass the activation!
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https://arxiv.org/abs/1311.2901


Deconvolution based visualization

Visualizing and Understanding Convolutional Networks
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https://arxiv.org/abs/1311.2901


Unifying Gradient & Deconv - Guided backprop
ReLU Backward Pass is tricky!

STRIVING FOR SIMPLICITY: THE ALL CONVOLUTIONAL NET

A

B
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https://arxiv.org/pdf/1412.6806.pdf


Guided Backpropagation

STRIVING FOR SIMPLICITY: THE ALL CONVOLUTIONAL NET

Target class: Mastiff (243) Vanilla Backprop Guided Backprop
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https://arxiv.org/pdf/1412.6806.pdf


Layer-wise Relevance Propagation (LRP)

heatmapping.org

Let’s backpass the weight relevance!
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http://www.heatmapping.org/
http://www.heatmapping.org/


LRP - Visualization
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Backpropagation based visualization - Conclusion

● Advantages
○ Quick to compute
○ Fine-grained interpretation

● Disadvantages
○ Low quality
○ Usually difficult to understand
○ Only for CNN (connectionism)
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Activation based visualization - CAM 
Hypothesis: Each channel on the last conv layer presents spatial information for 
an abstract concept (a dog head, a dog tail etc.). 

Learning Deep Features for Discriminative Localization
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https://people.csail.mit.edu/bzhou/publication/Zhou_Learning_Deep_Features_CVPR_2016_paper.pdf
https://people.csail.mit.edu/bzhou/publication/Zhou_Learning_Deep_Features_CVPR_2016_paper.pdf


Activation based visualization - Network dissection

Network Dissection: Quantifying Interpretability of Deep Visual Representations

From visulization to interpretation:
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http://netdissect.csail.mit.edu/final-network-dissection.pdf


Network dissection

Network Dissection: Quantifying Interpretability of Deep Visual Representations 30

http://netdissect.csail.mit.edu/final-network-dissection.pdf


Network dissection

Network Dissection: Quantifying Interpretability of Deep Visual Representations
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http://netdissect.csail.mit.edu/final-network-dissection.pdf


Network dissection - Visualization

Network Dissection: Quantifying Interpretability of Deep Visual Representations
32

http://netdissect.csail.mit.edu/final-network-dissection.pdf


Activation based visualization - Conclusion
● Advantages

○ Easy to interpret

● Disadvantages
○ Coarse mask
○ CNN based 
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● How to visually explain the CNN?
● Others
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Mining the high dimensional FC layers

1. Use t-SNE to embed the feature (dimension reduction)
a. https://harveyslash.github.io/TSNE-Embedding-Visualisation/

b. the reason why we do the dimension reduction is under assumption of  strong correlation 
between the neurons

2. Using a linear classifier probes

Understanding intermediate layers using linear classifier probes

Use an interpretable tool (linear classifier) to measure the capacity of each FC layer (Maybe wrong)

Linear Classifer Linear Classifer Linear Classifer
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https://harveyslash.github.io/TSNE-Embedding-Visualisation/
https://openreview.net/forum?id=HJ4-rAVtl


Linear classifier probes - results
Some counter-intuitive conclusions !
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Context - dataset bias
Examining CNN Representations with respect to Dataset Bias/Distribution

Where does the CNN look at when it classify the “wearing lipstick” attribute?

Examining CNN Representations with respect to Dataset Bias
37

https://arxiv.org/abs/1710.10577


Context - dataset bias
Examining CNN Representations with respect to Dataset Bias
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Context - dataset bias
How facial attributes are correlated

39



Integrate explainable models into CNNs
(decision trees)
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Interpreting CNNs via Decision Trees
Interpretable Convolutional Neural Networks

https://www.semanticscholar.org/paper/Interpreting-CNNs-via-Decision-Trees-Zhang-Yang/30a2241b24d0a9b29ad6a1ad1d0e40706235cfa1
http://openaccess.thecvf.com/content_cvpr_2018/papers/Zhang_Interpretable_Convolutional_Neural_CVPR_2018_paper.pdf


Thank you
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